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Motivation

• Most existing works design and evaluate methods under the tenuous 
assumption that a single shortcut is present in the data.

• Existing methods struggle in a Whac-A-Mole game, i.e., where 
mitigating one shortcut amplifies reliance on others.



New Datasets for Multi-Shortcut Mitigation

• UrbanCars Dataset
• Target: the car’s body type
• Shortcut: background & co-

occurring object

• ImageNet-Watermark
• Target: object
• Shortcut:  texture & background 

& watermark



Ubiquitous reliance on the watermark shortcut

• Models of different architectures, augmentations, regularizations and 
pretraining supervision rely on the watermark as a shortcut.
• models with larger architectures or extra training data can decrease reliance on 

the watermark shortcut.
• CLIP with zero-shot transfer is least affected by watermark shortcuts.



Benchmark Methods and Settings

• We comprehensively evaluate shortcut mitigation methods across four 
categories based on the level of shortcut information required.



Analytic Experiment on New Dataset

• Standard training relies on multiple shortcuts.

• Standard augmentation and regularization methods can mitigate some 
shortcuts (e.g., texture) but amplify others .

• Augmentations tackling a specific type of shortcut (e.g., style transfer 
for texture shortcut) can amplify other shortcuts (e.g., watermark).



Analytic Experiment on New Dataset

• Methods using shortcut labels mitigate the labeled shortcut but 
amplifies the unlabeled one.

• Methods inferring pseudo shortcut labels still amplify shortcuts. (previous page)

• Because ERM learns different shortcuts asynchronously during training, making it 
hard to infer labels of all shortcuts for mitigation.



Analytic Experiment on New Dataset

• Self-supervised and foundation models can mitigate some shortcuts but 
amplify others.



Method: Last Layer Ensemble

• We focus on mitigating multiple known shortcuts, i.e., the number and 
types of shortcuts are given, but shortcut labels are not.

Limitation
• Not all shortcuts can be 

data augmented.
• Need to know the type of 

shortcut.



Conclusion

• Studying the Whac-A-Mole dilemma of Large Pretrained Models in 
shortcut mitigation is meaningful.


